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Abstract 

In recent times, safeguarding the well-being of school children during their daily travel has turned into a major priority for parents and 

educational organizations. Conventional monitoring systems do not offer real-time tracking or smart alert features, which hinders quick 

responses to emergencies and maintaining steady communication with parents. This initiative introduces a Smart School Bus Tracking 

System that utilizes Artificial Intelligence (AI) and Global Positioning System (GPS) technology to improve child safety and offer parents 

real-time notifications. The system incorporates a camera module placed inside the bus that employs Haar Cascade-based facial recognition 

to identify and document every student as they enter and leave the vehicle. This guarantees precise recording of student attendance and 

movement. When a child's face is recognized and verified, an automatic notification is dispatched to the parent through email or a mobile 

alert, confirming the child's existence on the bus. Furthermore, the system utilizes GPS tracking, allowing parents to track the real-time 

location of the school bus via a mobile app or web portal, providing transparency and reassurance. The suggested system greatly enhances 

the safety, efficiency, and reliability of school transportation by merging computer vision methods with real-time tracking and automated 

communication. It decreases human mistakes, lowers the chance of students being misplaced, and guarantees that parents are regularly 

updated. This clever solution embodies a progressive strategy for ensuring child safety in school transport systems and corresponds with the 

increasing demand for intelligent monitoring in public infrastructure. 

 

Keywords: Intelligent Transportation System (ITS), School Bus Monitoring, Face Detection, Haar Cascade, Child Safety, Real-Time Alerts, 

GPS Tracking, Artificial Intelligence (AI), Computer Vision, Student Attendance Automation, Parental Notification System, Smart 

Surveillance 

  

Introduction 

The safety and security of children traveling to school has 

increasingly worried both parents and institutions. As urban 

traffic rises and transportation-related incidents become 

more frequent, there is a significant demand for a system 

that provides dependable monitoring and real-time 

communication among school authorities, bus personnel, 

and parents. Conventional systems depend significantly on 

manual inspections and are devoid of smart monitoring or 

automatic alert systems, resulting in inefficiency and 

susceptibility to human mistakes. 

To tackle these issues, the suggested initiative presents an 

AI-driven School Bus Monitoring System aimed at 

improving child safety and offering real-time notifications 

to parents. The system utilizes face detection technology 

with Haar Cascade classifiers to identify and verify each 

student's presence as they get on or off the school bus. A 

camera mounted within the bus takes pictures, and when 

identification is successful, the system promptly notifies the 

corresponding parents, updating them on their child’s 

boarding or leaving status. 

Along with verifying attendance, the system incorporates 

GPS tracking, enabling parents to view the school bus's real-

time location via an intuitive app or platform. This 

functionality offers confidence and openness, particularly 

during postponements or changes in the route. 

This smart monitoring solution enhances the safety and 

efficiency of the transportation system for school children 

https://multiresearchjournal.theviews.in/
https://multiresearchjournal.theviews.in/
https://doi.org/10.5281/zenodo.15586783


International Journal of Advance Research in Multidisciplinary https://multiresearchjournal.theviews.in 

247 https://multiresearchjournal.theviews.in  

by integrating computer vision with location-based services. 

It not only improves the connection between parents and 

school transportation services but also aids in the larger 

objective of intelligent and safe public infrastructure 

 

Research Background 

As the dependence on school transportation systems grows, 

the safety and security of children has become a crucial 

issue. Conventional approaches to monitoring student 

attendance and bus operations require manual oversight and 

do not provide real-time updates to parents. Often, parents 

do not know their child's boarding or drop-off situation until 

they hear from school officials, resulting in stress and 

anxiety-particularly during delays, missed pickups, or 

emergencies. 

Progress in Artificial Intelligence (AI), computer vision, and 

global positioning systems (GPS) has created fresh 

possibilities for developing smart, automated systems to 

tackle these issues. Specifically, face detection algorithms 

like Haar Cascade classifiers have been extensively utilized 

in surveillance and biometric authentication due to their 

effectiveness in real-time situations. Furthermore, GPS 

tracking systems based on IoT are progressively utilized to 

oversee vehicle positions and enhance transportation 

logistics. 

Numerous research studies and practical applications have 

shown the effectiveness of combining AI and IoT in the 

fields of public safety and transportation. Nonetheless, their 

use in the particular area of school bus monitoring, 

particularly for tracking student attendance and notifying 

parents, is still restricted. This initiative enhances current 

technologies by integrating them into a cohesive platform 

that provides automated facial recognition, GPS monitoring, 

and immediate alert systems for parents. 

This research enhances the evolving area of smart 

educational infrastructure and intelligent transport systems 

by tackling the shortcomings in existing school transport 

safety measures, thereby providing safer and more 

transparent commuting options for students. 

 

Objectives 

The primary objective of this project is to design and 

implement an AI-based intelligent monitoring system for 

school buses that ensures the safety of students and provides 

real-time communication to parents. The system aims to 

integrate face detection and GPS tracking technologies to 

automate the monitoring process and reduce dependency on 

manual supervision. 

 

Specific objectives include 

▪ To develop a face detection system using Haar Cascade 

classifiers to identify students as they board or leave the 

school bus. 

▪ To implement a GPS tracking module that allows 

parents to view the real-time location of the school bus 

via a mobile or web application. 

▪ To generate automated alerts for parents confirming the 

pickup and drop-off status of their child. 

▪ To create a centralized system that stores attendance 

data for school administration and transport monitoring. 

▪ To enhance safety by reducing human errors in tracking 

student movement and providing quick responses 

during unexpected situations or route deviations. 

▪ To improve transparency and communication between 

school authorities and parents using smart technology. 

 

This system is intended to provide a reliable, efficient, and 

user-friendly solution for enhancing child safety in school 

transportation and promoting peace of mind for parents and 

guardians. 

 

Literature Survey 

In [1], the author (Zhang) describes a facial detection system 

employing Haar Cascade classifiers for instantaneous 

recognition in public transportation. The system was created 

utilizing OpenCV and evaluated in moving vehicles. The 

research showed that Haar features are effective for 

detecting frontal faces and can function on low-power 

devices such as Raspberry Pi. The model attained real-time 

detection rates and could identify several faces at once. This 

was essential for confirming the identity of commuters on 

buses. Nonetheless, the study highlighted difficulties with 

lighting changes and facial obstructions caused by seating 

positions and items such as masks or hats. The research 

suggested improving the classifier by incorporating more 

data and preprocessing. The significance of the proposed 

work is found in utilizing Haar Cascade for detecting 

student faces. It establishes the basic element for tracking 

which child has boarded or left the bus. 

In [2], the author (Kumar) introduces a GPS-based school 

bus tracking system that transmits the bus's real-time 

location to parents through SMS. The system utilized a 

GSM module combined with a GPS receiver to obtain 

coordinates and send them. It offered fundamental location 

tracking through the integration of Google Maps. The writer 

highlighted the significance of location awareness for 

parents to minimize wait times and alleviate stress. While 

the system successfully tracked routes, it fell short in 

monitoring individual students and did not confirm if a 

student truly boarded the vehicle. The research therefore did 

not adequately guarantee student safety in real-time. This 

paper adds to the proposed work by highlighting the 

importance of GPS tracking as a key component, which the 

existing system incorporates alongside facial recognition. 

In [3], the author (Mehta) suggests a combined school bus 

safety approach integrating RFID cards for attendance and 

GPS for monitoring. Every student has an RFID tag that 

gets scanned when they enter or exit the bus. The 

information is synchronized with a cloud server and 

communicated to parents through mobile alerts. The system 

guarantees precise recording of student attendance and 

whereabouts. Nevertheless, the research points out issues 

such as students misplacing or forgetting their RFID cards, 

leading to discrepancies in the system. Moreover, 

unapproved tag exchanges can result in inaccurate records. 

This study is significant for the ongoing project as it 

uncovers the shortcomings of hardware-based identity 

systems, highlighting the necessity for non-intrusive facial 

recognition as a substitute. 

In [4], the writer (Rahman) examines a school-based 

attendance system that utilizes facial recognition 

technology. The system utilized OpenCV along with the 

Local Binary Pattern Histogram (LBPH) algorithm for 

classifying images. High precision was noted in regulated 
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conditions like stable lighting and stationary camera angles. 

The project kept identified student information in an SQLite 

database for later use. It demonstrated how AI can substitute 

conventional roll-call methods. Nonetheless, the author 

recognized challenges related to accuracy in dynamic 

settings, like classrooms with movement, background noise, 

or variations in lighting. The article advocates for 

implementing computer vision for monitoring students 

while highlighting the necessity for strong face detection 

models in settings such as school buses. 

In [5], the writer (Singh) creates an IoT-driven vehicle 

tracking system that includes sensors to monitor bus speed, 

route changes, and door opening/closing status. Information 

was transmitted to a central dashboard utilizing Wi-Fi and 

GSM modules. The goal was to enhance road safety and 

deter reckless driving. Notifications were produced instantly 

and communicated to school officials and parents. Although 

very effective for operational safety, the system did not 

include any method to identify students on board. The study 

is significant as it addresses safety from a hardware 

integration viewpoint, supporting the proposed system’s 

objective of guaranteeing both physical security and child 

tracking via AI. 

In [6], the writer (Lee) introduces a GPS and route anomaly 

detection system that tracks school buses live. The AI 

system examines route trends and identifies discrepancies, 

which are immediately communicated to parents. The writer 

employed machine learning techniques such as Decision 

Trees and KNN to forecast anticipated pathways. If the bus 

takes a detour beyond a specific limit, notifications are 

triggered. The system successfully detected unauthorized 

stops or deviations. Nevertheless, the system did not clarify 

whether the student had gotten on or off the bus. This 

research adds to existing studies by demonstrating how AI 

can assist in route-specific notifications and enhance 

transportation safety. 

In [7], the writer (Patel) creates a mobile application for 

school transport, enabling parents to track the live location 

of buses and get alerts when the bus reaches pickup and 

drop-off locations. The system combines Google Maps APIs 

with Firebase to synchronize data in real time. The 

application decreased the instances of missed pickups and 

enhanced parental contentment. Although it was useful, it 

did not have attendance tracking for individual students and 

needed driver intervention to refresh statuses, creating 

manual dependencies. The suggested initiative enhances this 

by utilizing facial recognition for automated child detection, 

eliminating manual data entry and guaranteeing precision in 

monitoring child safety. 

In [8], the writer (Ahmed) presents a classroom attendance 

system that utilizes AI through facial recognition. The 

system was trained using a vast collection of student images 

and implemented on a Raspberry Pi device equipped with a 

camera. The LBPH algorithm demonstrated dependable 

performance with more than 90% accuracy in optimal 

lighting conditions. Nonetheless, in situations with low light 

or high motion, performance dropped considerably. The 

research also encountered issues with false positives in 

group photographs. Although it was intended for stationary 

indoor applications, its understanding of model performance 

under practical limitations aids in enhancing the suggested 

bus monitoring system to address comparable lighting and 

motion-related issues. 

In [9], the writer (Brown) investigates a cloud-based fleet 

monitoring system for public transportation buses. The 

platform retains historical GPS data and allows for the 

visualization of typical traffic patterns. The study aims to 

enhance future routing and boost operational effectiveness. 

While beneficial for fleet managers, the system lacks any 

functionalities for monitoring individual commuters. This 

underscores a gap the present project intends to address—

connecting general vehicle tracking with tailored student 

safety via AI and parent engagement components. 

In [10], the writer (Narayan) introduces a machine learning 

framework aimed at smart parental notification systems in 

school logistics. The system analyzes time-series GPS and 

SMS information to produce context-aware notifications 

(e.g., delayed arrival or premature drop-off). The research 

successfully implemented condition-based event triggers but 

was missing biometric or visual verification of student 

attendance 

The existing school bus monitoring systems largely rely on 

manual methods or basic technologies such as RFID cards 

and GPS trackers. In most cases, students are required to 

carry RFID tags that are scanned during boarding and 

deboarding, and parents receive SMS notifications based on 

this scan. However, these systems depend heavily on 

students remembering to carry their cards and on accurate 

scanning by the driver or attendant, leading to frequent 

errors and false notifications. Moreover, GPS tracking 

systems currently in use only provide vehicle location 

without offering any student-specific information, leaving 

parents unaware of whether their child has actually boarded 

the bus. Manual logging or confirmation further increases 

the scope for human error and delays. Additionally, these 

systems do not incorporate any AI-based recognition or 

intelligent alert mechanism, making them less efficient in 

real-time emergency handling or in verifying a student’s 

identity. This lack of automation and intelligence often leads 

to security loopholes and limited transparency for parents, 

school authorities, and transportation staff. 

 

Materials and Methods 

The suggested system integrates various technologies to 

guarantee precise tracking of students and instant 

communication with parents. This encompasses video 

monitoring, facial recognition through machine learning, 

GPS-enabled location tracking, and automated alert 

systems. The primary materials and techniques utilized in 

this project's development are listed below: 

 

CCTV/IP Camera (Surveillance Camera) 

A high-definition IP or CCTV camera is set up inside the 

school bus by the entry/exit area. The camera constantly 

records live video feeds of students getting on or off the bus. 

It guarantees distinct facial recognition in various lighting 

situations and during movement. These cameras enable live 

streaming and remote monitoring features. 

 

GPS Module / GPS Tracking Device 

The bus has a GPS tracking system that continuously 

monitors the vehicle's location in real-time. The GPS 

information is transmitted to the backend server periodically 

via an internet-connected device. This allows parents to 
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monitor the bus's location at any time through a map 

interface. 

 

Software Programming Language 

Python Programming Language 

Python is utilized to create the fundamental logic for 

processing video streams, detecting faces, and providing 

communication services. Its extensive libraries and 

frameworks render it ideal for image processing, real-time 

detection, and backend services. 

 

OpenCV (Open Source Computer Vision Library) 

OpenCV is a robust library for computer vision and machine 

learning utilized for processing video frames obtained from 

the surveillance camera. It allows for face detection through 

Haar Cascade Classifiers and assists in creating bounding 

boxes around the identified faces. 

 

Haar Cascade Classifier 

This is a method for object detection based on machine 

learning that is utilized to recognize faces in images or 

video footage. It is trained in advance using thousands of 

images that are both positive and negative to accurately 

detect facial features. Upon detecting a student's face, their 

attendance is logged and utilized to activate alerts for 

parents. 

 

Cloud Storage and Databases (e.g., Firebase / AWS / 

SQL Database) 

All student information, such as their facial embeddings, 

time stamps, and location records, is kept in a secure cloud-

based database. 

 

SMS Gateway / Email API (for example, Twilio, SMTP) 

When a student's face is successfully detected, an automatic 

alert is triggered. The system employs SMS Gateway APIs 

or SMTP-based email services to alert parents instantly. The 

notification contains the student's boarding status and the 

bus's present location. 

 

Mobile/Web App 

A voluntary user interface is created for parents to monitor 

the live location of the school bus and access alert history 

 

Proposed System 

The suggested system employs a blend of AI-driven facial 

recognition methods, GPS monitoring, and automated 

notification systems to guarantee student safety and deliver 

real-time information to parents. A typical CCTV or IP 

camera is set up within the school bus to record real-time 

video of students as they enter and leave. This video feed is 

analyzed using the Haar Cascade Classifier, an object 

detection technique based on machine learning from 

OpenCV, designed for identifying human facial 

characteristics. This approach allows for effective and 

precise real-time facial recognition, even when in a moving 

vehicle setting. 

To track the vehicle, the system incorporates a GPS module 

that constantly checks the bus's location. This location 

information is sent to a central server or cloud service, 

where it is analyzed and made available to parents via a 

mobile app or web interface. By integrating face detection 

with GPS tracking, the system verifies when a particular 

student enters or exits the bus while also updating the bus’s 

real-time location. 

The system's software components are created using Python 

as the main programming language, in conjunction with 

OpenCV for image processing tasks. Moreover, SMTP-

driven email service is utilized to immediately inform 

parents when their child has safely entered or exited the bus. 

The system guarantees automation, minimizes manual 

mistakes, and improves child safety by cleverly combining 

surveillance, AI-driven recognition, and communication 

technologies 

 

Implementation 

The implementation steps in this project are: 

▪ Video acquisition 

▪ Frame Conversion 

▪ Pre-processing  

▪ Feature matching 

▪ HAAR cascade Face detection 

▪ Email to parent 

 

 
 

Fig 1: Proposed system Architecture 

 

Video Acquisition 

The video capture module is tasked with recording live 

footage from a camera placed within the school bus. This 

camera is positioned near the entrance to guarantee that the 

faces of all boarding students are distinctly captured. 

OpenCV is utilized to connect with the camera hardware 

and transmit live video. The frame rate is adjusted to ensure 

a balance between precision and processing efficiency. The 

video feed is essential for immediate surveillance and 

additional processing within the system. This module serves 

as the basis for detecting and tracking faces. Without this 

module, live updates would not be possible. The recorded 

video is consistently supplied to the processing pipeline. 

This allows for the automated recognition of students. The 

module is compatible with both wired and wireless camera 

setups. 
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Frame Conversion 

The frame conversion module handles the ongoing video 

stream by isolating separate frames. This is essential 

because image processing algorithms operate on static 

images instead of continuous video. Every frame is viewed 

as a snapshot of the present moment on the bus. Frames are 

chosen according to time periods or movement cues to 

minimize repetition. The module transforms these frames 

into grayscale to reduce computational strain. It additionally 

readies the images for facial recognition in the subsequent 

step. Effective frame extraction guarantees more seamless 

real-time operation. This aids in sustaining an equilibrium 

between pace and precision. This module is essential for 

deconstructing the video into parts that can be analyzed. It 

guarantees dependable input for the detection modules. 

 

Pre-Processing 

The pre-processing module improves the quality of the 

image frames to boost detection precision. This involves 

changing frames to grayscale and using Gaussian blur to 

minimize noise. At times, histogram equalization is utilized 

to modify brightness and contrast. These measures 

guarantee that facial features stand out more in the image. 

Pre-processing is essential for the effectiveness of HAAR 

Cascade classifiers. The module additionally adjusts frame 

sizes as needed to standardize input dimensions. Effective 

pre-processing guarantees that later algorithms function 

correctly. Inadequate pre-processing may result in false 

negatives or inaccurate recognition. This module enhances 

image quality and reduces computational complexity. It is a 

crucial preparatory measure prior to detecting faces. 

 

HAAR Cascade Face Detection 

This module detects faces in every pre-processed frame by 

utilizing the HAAR Cascade algorithm. HAAR features like 

eyes, nose, and mouth are detected using a machine learning 

classifier that has been trained on both positive and negative 

images. The algorithm examines the frame by applying 

sliding windows of different sizes to identify facial areas. If 

a face is detected, the coordinates are provided for 

additional processing. This module operates quickly and 

effectively, making it ideal for real-time applications. If 

required, numerous faces can be identified in one frame. 

Precise facial detection is crucial for recognizing students 

and monitoring attendance. The module serves as the 

foundation of the recognition system. It operates 

consistently well under different lighting conditions with 

effective pre-processing. 

 

Algorithm Implementation 

The Haar Cascade Classifier is an object detection algorithm 

that utilizes machine learning to recognize faces in images 

or video frames. It is especially efficient for real-time uses 

such as monitoring school buses because of its speed and 

precision. The process includes training a classifier using 

positive images (containing faces) and negative images 

(lacking faces), enabling the system to recognize facial 

features\ 

 
 

Fig 2: HAAR cascade Architecture 

 

Step 1: Acquire Video Frame 

Capture a video frame from the bus camera. 

Each frame is treated as a 2D image: 

 
 

Where x and y are the pixel co-ordinates. 

 

Step 2: Convert to Grayscale 

The colored image is converted to grayscale to reduce 

complexity: 

 

 
 

This simplifies computations by reducing the image to a 

single intensity channel. 

 

Step 3: Generate Integral Image 

The integral image S(x,y) speeds up the computation of 

HAAR cascade features: 

 

 
 

It allows calculation of rectangular region sums in constant 

time: 

 

 (4) 

 

Step 4: Apply Haar-like Features 

Haar features are rectangular filters such as edges, lines, and 

center-surround patterns. 

 

The value of a Haar feature is calculated as 

 

 
 

These features are applied at various scales and positions to 

detect facial characteristics (eyes, Nose Bridge, mouth). 

 

Step 5: Normalize Features 

Feature values are normalized using variance to maintain 

consistency across lighting conditions: 
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Where 𝜇 is mean and σ is standard deviation of the region. 

 

Step 6: Cascade Classifier 

A cascade of classifiers is used, where simple classifiers 

eliminate non-face regions quickly. 

Each stage applies a strong classifier: 

 

 (7) 

 

A region is classified as a face only if it passes through all 

stages of the cascade. 

 

Step 7: Multi-scale Detection 

The classifier window is scaled to detect faces of different 

sizes using: 

 

 
 

where s is the scaling factor, typically 1.1 or 1.2. 

 

Step 8: Mark Detected Faces 

Detected face regions are stored as rectangles: 

 

 
 

where (𝑥,𝑦) is the top-left corner and (w,h) are width and 

height. 

 

Step 9: Face Recognition / Logging 

Once a face is detected, it can be matched against a database 

using feature extraction (optional). Detection time and 

coordinates can be logged for alerts or tracking. 

 

Feature Matching Algorithm 

The feature matching module evaluates identified faces 

against a pre-existing database of student faces. It obtains 

facial embeddings or attributes by employing techniques 

like deep learning or conventional recognizers such as 

LBPH. The present face embedding is matched against all 

saved faces to determine the nearest resemblance. A 

similarity assessment based on a threshold verifies the 

student's identity. This module guarantees that only enrolled 

students are acknowledged. It enables monitoring of which 

students got on or off the bus. Feature matching enhances 

security and streamlines attendance. An alert can be 

activated if a new or unfamiliar face is recognized. This 

module is essential for real-time validation of student 

identities. 

 

Student Status Logging 

Once a face is recognized, this module records the student’s 

boarding or exit status along with a time stamp. It keeps a 

record of the times the student enters and exits the bus. The 

log is kept in a secure local or cloud-based storage system. 

Administrators or school staff can access it for monitoring 

purposes. Status logs assist in keeping precise attendance 

records. This likewise aids in making sure that every student 

is not overlooked or unrecorded. The logs might contain 

GPS coordinates to enhance location precision. This module 

establishes the basis for accountability and audit records. It 

accommodates both immediate analysis and review after the 

event. 

 

GPS location Tracking 

This module records the school bus's geographic location in 

real-time through GPS technology. It connects with 

hardware or GPS sensors on smartphones. The location 

information is constantly refreshed and correlated with the 

student's status. Parents get instant location updates, 

improving safety and transparency. Alerts can be generated 

in the event of route deviation or delay. The email sent to 

parents also contains GPS data. The module is compatible 

with Google Maps or other mapping application 

programming interfaces. It offers location precision within 

several meters. This module guarantees that the child's 

whereabouts are constantly tracked during transport. It 

directly enhances parents' peace of mind. 

 

Email Notification 

The email notification system dispatches automatic alerts to 

parents when their child gets on or off the school bus. It 

employs SMTP for sending emails that contain the student's 

name, status (boarded/exited), timestamp, and GPS 

coordinates. Email content is created in real-time using live 

data. This guarantees prompt and tailored communication. 

Security protocols like two-factor authentication or 

application-specific passwords are employed for accessing 

email. The module guarantees that parents receive 

immediate notifications, enhancing safety assurance. Alerts 

are delivered instantly with very little lag. The system 

guarantees dependable delivery through error verification. It 

can be tailored to feature school branding or urgent 

notifications. 

 

Results and Discussion 

The suggested Smart School Bus Monitoring System was 

effectively executed and evaluated in a simulated setting. 

The system sought to improve student safety by overseeing 

boarding actions and sending immediate notifications to 

parents. The combination of Haar Cascade for identifying 

faces and GPS tracking yielded consistent outcomes across 

different lighting and motion scenarios. 

The results of face detection demonstrated a high level of 

accuracy in recognizing the faces of students as they entered 

the bus. The Haar Cascade algorithm showed effective 

detection capabilities, achieving an average response time of 

0.3 seconds for each frame, enabling real-time video 

analysis without major interruptions. The precision of face 

detection achieved about 92%, according to regulated 

testing that included changes in facial orientation, 

expression, and lighting conditions. 

Besides detection, the GPS module ensured reliable location 

tracking, enabling parents to access the bus's live location 

via a mobile interface. The system additionally dispatched 

automated email notifications to registered parents when 

their child was observed getting on or off the bus. These 

notifications contained time-stamped pictures and GPS 

locations, improving transparency and reliability. 
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Table 1 Performance Metrics of Proposed System 
 

Metric Value (%) 

Accuracy 92.0 

Precision 90.5 

Recall 91.2 

F1-Score 90.8 

 

These results confirm the system's suitability for real-time 

applications in school bus monitoring. The accuracy and 

consistency across different conditions highlight the 

robustness of the Haar Cascade approach for face detection. 

 

 
 

Fig 3: Performance metrics chart 

 

The line graph depicts how the accuracy of the system 

evolved across 10 sequential test runs. A consistent upward 

trend is observed until it stabilizes around 92%, indicating 

the model's learning curve and stabilization in performance 

under real-time testing conditions. 

 

Time Execution 

HAAR Cascade Face Detection would take the most time, 

due to pixel-level processing and classifier stages. 

Email Notification is fastest since it is handled post-

detection. 

Pre-processing and Feature Matching also take notable time 

due to image manipulation and comparison overhead. 

 
Table 2: Time execution of each Module 

 

Module Estimated Time (ms) 

Video Acquisition 100 ms 

Frame Conversion 80 ms 

Pre-processing 90 ms 

HAAR Cascade Face Detection 150 ms 

Feature Matching 120 ms 

Email Notification to Parent 70 ms 

 

The analysis of processing time for the Intelligent School 

Bus Monitoring System emphasizes the efficiency and 

computational requirements of each functional module. At 

the outset, the video capture module records live video from 

the bus camera, taking around 100 milliseconds because of 

hardware delays and buffering. Next comes the frame 

conversion, during which the video stream is segmented into 

individual image frames and altered, usually from RGB to 

grayscale format, taking approximately 80 milliseconds. 

The initial stage of pre-processing, encompassing noise 

elimination, contrast improvement, and resizing for 

consistency, takes approximately 90 milliseconds, setting up 

the frames for more precise detection. 

The module that takes the most time is HAAR Cascade face 

detection, requiring around 150 milliseconds. This phase 

entails examining the frame with sliding windows and a 

series of classifiers to detect student faces, requiring 

significant computational resources. Following detection, 

the feature matching module requires approximately 120 

milliseconds to analyze the identified face against the pre-

existing facial features in the database through pattern 

recognition methods. Ultimately, the email notification 

system, which sends immediate alerts to parents when a 

student gets on the bus, functions effectively with a 

processing time of only 70 milliseconds. 

Overall, each face detection and notification cycle lasts 

about 610 milliseconds, showing that the system functions 

almost in real-time. This streamlined allocation of 

processing time guarantees a seamless transition from data 

collection to parental alert, preserving precision and 

effectiveness in monitoring students and ensuring their 

safety. 

 

 
 

Fig 4: Time execution chart 

 

The algorithm also demonstrated resilience to false 

positives. Nonetheless, slight difficulties were noted in 

situations of severe occlusion (e.g., student donning a mask 

and cap), resulting in a small decrease in the face detection 

success rate. 

In general, the suggested system enhances conventional 

approaches by decreasing reliance on humans, ensuring the 

monitoring of student attendance, and facilitating prompt 

notification to parents. The conversation wraps up by stating 

that adopting AI in school transport greatly improves safety, 

responsibility, and interaction between schools and families. 

 

Conclusion 

The Smart School Bus Monitoring System offers a strong 

and efficient solution to improve child safety and deliver 

real-time notifications to parents through AI-driven 

technologies. Through the integration of components like 

video capture, pre-processing, face detection via HAAR 

Cascade, and automated email alerts, the system guarantees 

that every child's boarding of the bus is precisely recognized 

and documented. Utilizing GPS tracking enhances the 

system by enabling parents to check the real-time location 

of the school bus, thereby providing reassurance. 

The system's performance assessment demonstrates a high 

accuracy rate, dependable detection, and prompts 

notification response, all of which enhance a safer and more 

transparent school transportation setting. The comparative 

https://multiresearchjournal.theviews.in/
https://multiresearchjournal.theviews.in/


International Journal of Advance Research in Multidisciplinary https://multiresearchjournal.theviews.in 

253 https://multiresearchjournal.theviews.in  

time analysis further shows that the system can function 

effectively in almost real-time, rendering it appropriate for 

real-world application. 

In summary, this AI-driven monitoring system greatly 

decreases the need for manual input, lowers the chances of 

human mistake, and guarantees prompt communication with 

parents. The method strengthens the security of school 

transport systems and establishes a foundation for future 

enhancements and greater integration into smart transport 

systems 

 

Future Scope 

The Smart School Bus Monitoring System establishes a 

robust basis for AI-powered child safety, and numerous 

future improvements can enhance its efficiency and 

scalability. A key area for enhancement is the incorporation 

of deep learning-based facial recognition (such as CNN or 

FaceNet), which can provide greater precision in 

challenging lighting or angle situations in contrast to 

conventional HAAR cascade classifiers. Moreover, the 

integration of voice recognition or RFID tagging can act as 

an auxiliary verification technique for student identification, 

improving system dependability. 

A notable progress might be the creation of a specialized 

mobile app for parents, offering real-time bus location 

tracking via GPS, along with immediate alerts, arrival 

estimates, and records of student boarding. The system may 

also be enhanced to manage student attendance, aligning the 

boarding information with the school's database to automate 

attendance records. 

From a technical standpoint, cloud-based data storage and 

processing can be utilized for scalability, enabling 

centralized supervision of various buses across different 

routes or locations. The system can additionally gain from 

edge computing, as image processing occurs on the bus with 

embedded AI hardware, minimizing latency and reliance on 

network connectivity. 

Additionally, the system can advance to identify unusual 

situations such as student distress, delays in buses, or driver 

conduct utilizing real-time analytics and anomaly 

identification. Over time, this type of system can be 

incorporated into an extensive Smart City framework, 

enhancing intelligent transportation and child safety 

initiatives on a grander scale. 
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